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Artificial Intelligence Policy Observatory for The World of Work (AIPOWW)
The Artificial Intelligence Policy Observatory for the World of Work (AIPOWW) is dedicated to the principles of decent work, in looking at how regulation is forming, development is approached, and governance is emerging, across a series of global players who are faced with the increasing applications of AI systems in the world of work. 
AIPOWW offers Trackers and Case Reports on a series of jurisdictions in the Global South and Global North. Our tripartite orientation around 1) regulation, 2) development and 3) governance is intended to provide a balanced perspective, as well as aid users in formulating  granular insights, on the impacts that interventions presented in our Trackers will have, and are already having, on the world of work. 
Evidence is organised across the Trackers and Case Reports as follows: 
· Regulation: Governments are working on laws, guidelines, and other types of policies surrounding AI systems internationally, from a variety of perspectives.   
· Development: Public and private sectors internationally are working to advance AI innovation, research, and development.   
· Governance: Civil society is responding to advances in AI, and social movements include trade union, NGO and online media activities.  
· World of work: The worlds within which people work today, in the Global South and Global North, are shaped by a constellation of forces across industries and sectors. This includes shifting working conditions, which are subject to the types of kind of contracts available, the social protections evidenced (or lack thereof), and myriad aspects of the employment relationship. The world of work has to be taken into account when considering the integration of AI systems into working environments.

The International Labour Organization’s Declaration on Fundamental Principles and Rights at Work were adopted in 1998 and amended in 2022. The Fundamental Principles are an expression of the commitments by governments, and employers' and workers' organizations, to uphold basic human values that are vital to social and economic lives. The ILO’s Fundamental Principles affirm the organisation’s obligations and commitments, namely to:
1. Freedom of association and the effective recognition of the right to collective bargaining (FP1);
2. The elimination of all forms of forced or compulsory labour (FP2);
3. The effective abolition of child labour (FP3);
4. The elimination of discrimination in respect of employment and occupation (FP4); and
5. A safe and healthy working environment (FP5).

AIPOWW Trackers cross-reference the ILO’s Fundamental Principles to jurisdictions’ efforts in regulating, developing and governing advances in AI systems, to highlight implications for the worlds of work, internationally. 


AI Tracker: European Union
REGULATION
1.1. Policy on AI Regulation 

	Policy
	Origin
	Aims
	Scope 
	URL
	Status September 2024
	Implications for the World of Work

	White Paper on AI: a European Approach to Excellence and Trust
19/02/20

	EC
	Setting the scene for a European approach to AI, building on 2018 Communication from the Commission.
Outlines the key tenets of a European approach to AI, oriented around 1) benefits for citizens, 2) business development, and 3) public interest.
	EU member state and society-wide, based on values and an ecosystem of trust.
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]https://commission.europa.eu/publications/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en
	
Set the scene for hard law regulation. 

Completed.
	Keywords:
Skills
Risk
Discrimination 
OSH

Fundamental Principles: 
FP4
FP5

Implications for the WoW:
4.C. Skills. The White Paper emphasises the need for an ‘indicative curriculum for developers of AI’, a resource that should be made available to training institutions, designed to upskill the workforce. Efforts should be undertaken to ensure increased numbers of women employed in the area (p.6).
C. Scope of a Future Regulatory Framework. Begins the discussion of ‘high-risk’ categories as encompassing recruitment and other employment related AI systems (p. 18).
Non-binding.

	Communication on Fostering a European approach to Artificial Intelligence
21/04/21
	EC
	Facilitates the shift from soft law to hard law approach.
Calls for the adoption of a new regulatory framework on AI.
	EU-wide, a proposal for a regulatory framework on AI and a revised coordinated plan on AI.
	https://eur-lex.europa.eu/legal-content/en/TXT/?uri=COM%3A2021%3A205%3AFIN
	
Completed. 
	Keywords: 
Skills
Risk
Robotics
Working conditions
Sandboxes
OSH

Fundamental Principles: 
FP1
FP4
FP5

Implications for the WoW:
12. Use the Next Generation of AI to Improve Health. Encourages member states to make recommendations to upskill via eHealth systems;
13. Maintain Europe’s lead: Strategy for Robotics in the world of AI. Indicates robotics should be oriented toward support workers and improve working conditions. Indicates the Commission’s commitment to monitor the impact of AI: ‘The Commission will continue to closely monitor the impacts on society, employment and labour conditions in the light of the development and uptake of AI technologies.’ 
Non-binding.

	[Proposal for a] Regulation of The European Parliament and of The Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts 
 21/04/21
	Proposal EC; Regulation European Union (EU)
	AI Act: Horizontal law on AI systems, this binding law on AI is oriented around product safety with EU human centric values, where a series of risk categories are set for EU member states.
 
Sets requirements for users and deployers of AI systems and provides protections for those impacted by AI systems across the EU. 
	EU-wide, cross-functional across industries, global.
	https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
	

The original hard law text was proposed by the EC 21/04/21, and came into effect 01/08/24 (effective from 02/08/26.

Adopted/completed.
	Keywords: 
Discrimination
Risk
Sandboxes 
OSH

Fundamental Principles: 
FP1
FP5

Implications for the WoW:
Explanatory memorandum. 3.5. The AI Act references the 
EU Charter of Fundamental Rights (‘the Charter’), Article 31, on workers’ rights to fair and just working conditions, which must be considered, when integrating AI systems.
AI systems used for employment decisions are considered high-risk. These are listed in
Annex III, where High-Risk AI Systems are referred to in Article 6(2), 
3.4:
Employment, workers management and access to self-employment: 
(a)AI systems intended to be used for recruitment or selection of natural persons, notably for advertising vacancies, screening or filtering applications, evaluating candidates in the course of interviews or tests; 
(b) AI intended to be used for making decisions on promotion and termination of work-related contractual relationships, for task allocation and for monitoring and evaluating performance and behavior of persons in such relationships. 
Main text. 
36. AI systems used to make decisions and manage workers as well as for workers to access self-employment are classified as high-risk, because they will impact workers’ career prospects and livelihoods. 
Rigorous testing within regulatory sandboxes will be required for high-risk systems.
Binding.

	

	Decision on the AI Office 24/01/2024
	EC
	To establish the European Artificial Intelligence Office.

The document outlines how the AI Office will perform the tasks for the purposes of
implementing and enforcing the AI Act by laying down harmonised rules on AI.
	EU
	https://artificialintelligenceact.eu/wp-content/uploads/2024/02/2024.01.24-Decision-AI-Office.pdf
	
The AI Office had its first meeting 06/09/24
	Keywords: 
Risk
OSH

Fundamental Principles: 
FP5
Implications for the WoW:
The AI Office is designed to ensure the implementation and enforcement of the AI Act. 
This has implications for workers, in that workers will be able to rely on a conduit for regulatory enforcement of sandbox testing for high-risk AI systems impacting employment as laid out in the AI Act. 

	AI Act Trilogue: report on 2019-2024, published 02/02/24 
	European Parliament
	To reach a provisional agreement on the AI Act text, resulting
from interinstitutional
negotiations during the Trilogue period. 

To report on amendment suggestions from the European Parliament and Council, to the Committee on the Internal Market and Consumer Protection and the Committee on Civil Liberties, Justice and Home Affairs.
	Cross-governing bodies of the European Parliament, Council and EC.
	https://artificialintelligenceact.eu/wp-content/uploads/2024/02/AIA-Trilogue-Committee.pdf
	
Completed.
	Keywords: 
Working conditions 
OSH

Fundamental Principles: 
FP5

Implications for the WoW:
The Trilogue Provisional Agreement laid out specifics for how the AI Act should operate. 
As related to the world of work, the document emphasises that: 5(a), p. 5: ‘The harmonised rules on the placing on the market, putting into service and use of AI systems laid down in this Regulation should apply across sectors and, in line with its New Legislative Framework approach, should be without prejudice to existing Union law… [later in the same clause]
concerning employment and working conditions, including
health and safety at work and the relationship between employers and workers.’
This means that existing labour and health and safety national law will remain in place and will not be affected as the AI Act is rolled out.
Binding.

	AI Act Trilogue: report from Council of the European Union 
26/01/24
	
	Analysis of the final AI Act compromise text with a view to agreement.

To report on suggestions from the Council during the Trilogue p. Items range from the Definition of AI systems to penalties and conformity assessments. 

As this document is the final analysis of the final AI Act text, the final details for the text, are outlined in this text. 

	EU
	https://data.consilium.europa.eu/doc/document/ST-5662-2024-INIT/en/pdf
	Completed.
	Keywords: 
Privacy 
Risk
OSH

Fundamental Principles: 
FP4
FP5

Implications for the WoW:
Workers will be protected from untargeted facial and emotion recognition. 
3. Prohibited Practices: emphasises that added prohibitions accepted across the EU governing bodies for the final text include: ‘untargeted scraping of facial images for the purpose of a creating or expanding facial recognition databases, emotion recognition but only at the workplace and in educational
institutions (and with exceptions for safety and medical reasons)’. 
Binding.


	Report on the safety and liability implications of Artificial Intelligence, the Internet of Things and robotics
19/02/20
	EU
	Safety and liability implications for AI, robotics, Internet of Things (IoT).

To set the scene for a clear safety and liability framework as new technologies emerge, alongside the AI Act (published same time as original Communication on AI for Europe). 

The Commission identified the specific challenges posed by artificial intelligence to existing liability rules.
	EU
	https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52020DC0064
	
Completed. 
	Keywords: 
Mental health 
OSH

Fundamental Principles: 
FP4
FP5

Implications for the WoW:
Workers’ mental, as well as physical health as impacted negatively from AI systems is discussed in this report and recommended for inclusion in the at the time future legislation around AI systems. 2 (Safety): The future “behaviour” of AI applications could generate mental health risks for users deriving, for example, from their collaboration with humanoid AI robots and systems, at home or in working environments. In this respect, today, safety is generally used to refer to the user’s perceived threat of physical harm that may come from the emerging digital technology. At the same time, safe products are defined in the Union legal framework as products that do not present any risk or just the minimum risks to the safety and health of persons. It is commonly agreed that the definition of health includes both physical and mental wellbeing. However, mental health risks should be explicitly covered within the concept of product safety in the legislative framework.’ 
Non-binding.


	Proposal for a Directive of the European Parliament and of the Council on Adapting Non-Contractual Civil Liability Rules to Artificial Intelligence (AI Liability Directive)
28/09/22
	EU
	The European Commission published a proposal for a directive on adapting non-contractual civil liability rules to artificial intelligence (so-called AI liability directive) on 28 September 2022.
	EU
	https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52022PC0496
	
Not completed.
	Keywords: 
Liability 
Fundamental Principles: 
FP1 
FP4
FP5

Implications for the WoW:
This Directive will have implications for liability of AI systems where impacting workers.




1.2.  Court decisions

	Subject
	Media outlet
	Headline
	URL
	Status 
September 2024
	Implications for the World of Work

	Automated decision-making
	CJEU, Euractiv 
	
Court of Justice of the European Union (CJEU): The General Data Protection Regulation (GDPR) opposes two data
processing practices by credit information agencies.

Euractiv: ‘EU top court’s ruling spells trouble for scoring algorithms’ 
CJEU decision led to ruling that
decision-making by scoring systems that use personal data and impact people, is unlawful. 

	Case law documents: https://curia.europa.eu/juris/documents.jsf?num=C-634/21
Euractiv: https://www.euractiv.com/section/data-privacy/news/eu-top-courts-ruling-spill-trouble-for-scoring-algorithms/ 
CJEU Press Release:  https://curia.europa.eu/jcms/upload/docs/application/pdf/2023-12/cp230186en.pdf


	







Court ruling: 07/12/23 
	
Keywords: 
Automated decision-making

Fundamental Principles: 
FP4
FP5

Implications for the WoW:
The case has to do with data processing limited within the GDPR, in public services. The AI Act regulates AI systems used to access to public services as they will be deemed ‘high-risk’, so risk management and data governance will also be enacted for these purposes. This GDPR ruling can be useful for defending other high-risk systems in the world of work context, as these are also in the ‘high-risk’ category.  

	Right to be forgotten
	CNIL 
	GC and Others v. Commission Nationale de l'Informatique et des Libertés (CNIL) (C-136/17). This case addressed the right to be forgotten under the GDPR. 

Although it primarily concerned search engines, the principles established are relevant to AI systems that process personal data. The CJEU ruled on how the right to erasure applies and clarified the scope of data protection rights.

	https://www.cnil.fr/en/right-be-forgotten-cjeu-ruled-issue
	




Court ruling: 24/09/19
	
Keywords: 
Privacy
Data protection

Fundamental Principles: 
FP4

Implications for the WoW:
Workers within the EU will have rights de-referencing, but ruling has implications for the extent to which sensitive data can continue to be made available internationally.


DEVELOPMENT

	Name 
	Origin 
	Focus 
	Summary 
	Scope 
	URL 
	Status September 2024
	Implications for the World of Work

	Draft opinion on the AI Act
02/03/22
	Committee on Legal Affairs of the European Parliament.
	Amendment suggestions focussed on development and innovation.
Priorities around support and clearer rules for the development of AI systems are outlined in this early intervention .  
	
	EU
	https://www.europarl.europa.eu/doceo/document/JURI-PA-719827_EN.pdf
	Completed
	Keywords: 
Discrimination
Risk
Data Protection

Fundamental Principles: 
FP1, FP4, FP5

Implications for the WoW:
Incorporates amendments relevant to discrimination, risk and High-Risk Classification and data protection issues (most of these are general provisions that will impact workers as citizens). Propose transparency in AI Interactions (individuals should be informed when interacting with an AI system, Amendment 205) and state aid exemptions for employee training and reskilling (Amendment 221). Proposes implementing an annual review to monitor trends and emerging risks to health, safety, and fundamental rights of citizens (Amendment 234) and the right to File Complaints (Amendment 260).

Detail:
- ‘real-time’ and ‘post’ remote
biometric identification systems should be
classified as high-risk as can lead to biased results and discriminatory effects. (Amendment 8). 
- [application of rules to] Third country Ai systems providers (Amendment 22)
-Definition of ‘end user’ to include ‘natural person who, in the context of employment or contractual agreement’ uses the AI system (Amendment 44)
- prevention of  abusive processing of personal
Data (Amendment 111)
-measures for ensuring data
minimisation, data quality, limited data
retention, and data portability and
ensuring erasure (Amendment 112). 
- The natural person
exposed to an AI system should be told they are
interacting with an AI system (Amendment 205).
- offer state aid
exemptions for those doing training and reskilling of employees and create an EU-Visa
schema for tech-talents (Amendment 221). 
- Set an annual review to ‘identify trends
and potential emerging issues threatening
the future health and safety and
fundamental rights of citizens’ (Amendment 234)
- Right to lodge a complaint with a
supervisory authority if right to protection of personal
data has been infringed

	Draft opinion on the AI Act
03/03/22
	EU Parliamentary Committee on Industry, Research, and Energy
	Priorities support ‘freedom and supervision’, promoting small and medium sized enterprises’ (SME’s) competitiveness, issuing clear guidelines to businesses, promotion of regulatory sandboxes
Amendment suggestions.
	
	EU
	https://www.europarl.europa.eu/doceo/document/ITRE-PA-719801_EN.pdf
	Completed
	Keywords: 
Discrimination, Risk, Data Protection, Privacy, Health and Safery

Fundamental Principles: FP4, FP5

Implications for the WoW:
Incorporates amendments to address shortages and monitor digital skills (Amendment 3, 56, 87, 98).  AI systems used in employment contexts, particularly for recruitment, promotion, termination, and performance evaluation, should be classified as high-risk due to their potential impact on workers’ rights and wellbeing (Amendment 6).

The identification and analysis of risks related to health, safety, and fundamental rights) (Amendment 42). 
- EU needs to address shortage of
digitally skilled workers (Amendment 3)
- AI systems used in employment, notably for recruitment
and selection, making
decisions on promotion, termination,
monitoring or evaluation should be classified as high-risk (Amendment 6).
-Identification and analysis of risks with respect
to health, safety and fundamental rights
in view of the intended purpose of the
high-risk AI system (Amendment 42)
-examination of possible biases likely to affect health and
safety or lead to discrimination (Amendment 47)
- digital skills development (Amendment 56, 87, 98). 
-Codes of Conduct shall include stakeholders participation (Amendment 105)



	AI Act Corrigendum
19/04/24
	European Parliament
	Final technical intervention for final draft of AI Act.
	
	EU
	https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138-FNL-COR01_EN.pdf
	Adopted/complete
	Keywords: 
Labour Law Personal Data AI Literacy
Discrimination
Innovation 

Fundamental Principles: FP1,
FP4, FP5. 

Implications for the WoW:
National labour laws may set standards when these are more favourable to workers, including requirements for informing and consulting workers regarding AI deployment (pg. 10, 11, 164).

AI systems used for recruitment, selection, promotion, task allocation, and performance monitoring are classified as high-risk due to their impact on workers' rights, such as potential discrimination based on gender, race, or age, and threats to privacy (pg. 57, 67).

Prohibited AI practices, including biometric categorisation systems that infer personal traits like political beliefs or trade union membership, are not permitted (pg. 183).

AI literacy is crucial for ensuring informed decision-making and democratic control over AI systems in workplaces (pg. 176).

Employers are required to notify workers and their representatives before deploying high-risk AI systems that may impact terms of work or personal characteristics (pg. 238).
 

- A country's labour laws may set specific standards that are not explicitly covered by EU AI regulations. In such cases, the national law will still apply (pg. 10, 11)

- This Regulation should not affect the provisions aiming to improve working conditions
in platform work laid down in a Directive of the European Parliament and of the
Council on improving working conditions in platform work (9 – pg. 9) or the employers obligations to inform and consult workers or their representatives, as required under Union or national law, such as Directive 2002/14/EC, when deploying AI systems (92). Also the Regulation does not preclude the Union or Member States from maintaining or introducing laws, regulations or administrative provisions which are more favourable to
workers in terms of protecting their rights in respect of the use of AI systems by
employers, or from encouraging or allowing the application of collective agreements
which are more favourable to workers. (11, pg. 164). 

- to enable democratic control, AI literacy should equip with the necessary notions to make informed decisions regarding AI systems (20). 

-Biometric categorisation systems that are based on natural persons’ biometric data to deduce or infer an individuals’ political
opinions, trade union membership, religious or philosophical beliefs, race, sex life or
sexual orientation should be prohibited. (30 and pg. 183). 

-Practices that are prohibited by Union law, including data protection law, nondiscrimination
law, etc. should not be affected by this Regulation.(45). 

- adverse impact caused by the AI system on fundamental rights are of particular relevance for classifying as ‘high risk’. Those include freedom of
assembly and of association, the right to non-discrimination. (48)

- AI systems in employment and worker management, particularly for recruitment, selection, promotion, and task allocation, are classified as high-risk due to their possible impact on career prospects, livelihoods, and workers' rights. These systems may perpetuate discrimination based on gender, age, disability, or race, and can undermine privacy and data protection rights. (57, 67).

- Risk of Discrimination (pg. 67)

- Ai Literacy (56 pg. 176)

- Before using a high-risk AI system at the workplace, deployers
who are employers shall inform workers’ representatives and the affected workers that
they will be subject to the use of the high-risk AI system. (7 pg. 238)
.AI systems intended to be used for the recruitment or selection of natural persons, in
particular to place targeted job advertisements, to analyse and filter job
applications, and to evaluate candidates and AI systems intended to be used to make decisions affecting terms of work-related
relationships, the promotion or termination of work-related contractual relationships,
to allocate tasks based on individual behaviour or personal traits or characteristics
or to monitor and evaluate the performance and behaviour of persons in such
relationships should be categorise as High-risk.







1.3. [bookmark: _Toc175217236]Regulatory Sandboxes
	Name
	Origin
	Focus
	Summary 
	URL
	Status September 2024
	Implications for the World of Work

	AI Act: Regulatory sandboxes
	EU
	AI systems listed in High-Risk categories will need to be tested in a simulated environment called a regulatory sandbox to determine whether they can be released onto the market.
	Member States shall ensure that their competent authorities establish at least one AI regulatory sandbox at national level, which shall be operational by 2 August 2026.
	https://artificialintelligenceact.eu/article/57/
	Ongoing 
	Keywords: 
High-risk systems
Bossware
Predictive analytics
People analytics
Recruitment software

Fundamental Principles: 
FP 1 - 5

Implications for the WoW:
All employment AI systems will need to be tested in a national regulatory sandbox environment.

Binding. 




[bookmark: _Toc175217242]GOVERNANCE 

	Name 
	Origin
	Aims
	Scope
	URL
	Status September 2024
	Implications for the World of Work

	Policy and investment recommendations for trustworthy Artificial Intelligence 26/06/19

	High-Level Expert Group on AI (AI HLEG).
	Focus:
A) humans and society  
B) private sector C) the public sector D) research and academia.
AI HLEG put forward 33 recommendations to Trustworthy AI towards sustainability, growth and
competitiveness, as well as inclusion.
	EU
	https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-recommendations-trustworthy-artificial-intelligence

	Completed
	Keywords: 
Discrimination
Skills
Trade Unions
Reskilling
Transition Fund
Humans-in-the-loop

Fundamental Principles: 
FP4, FP5

Implications for the WoW: 

Discrimination: Safeguards should be in place to prevent discrimination and bias in AI systems. Auditing mechanisms are necessary to ensure compliance and prevent harmful consequences. 

Skills: Critical skills related to human safety should be defined, and policies should address de-skilling caused by AI. 

Trade Unions: Social partners, including trade unions, are seen as vital in setting training priorities. They must stay informed about AI’s impact on the labour market and be equipped with decision-making tools to proactively shape policies 

Transition Fund: The European transition fund is proposed to manage workplace transitions to changes caused by technological disruption. 

Automation of Dangerous Tasks: Promotes automation in areas where human workers are at risk, to enhance safety and efficiency 

3. Promote a Human-centric’ Approach to AI at Work. Experts advised the EC to ensure that AI systems ‘do not negatively disrupt the workplace’ emphasising ‘adequate social protection, collective representation and training’ for European workers (p. 12). 

 
- Discrimination: Adequate protections should be in place to prevent discrimination, bias (2). Encourage the development of AI tools and applications that are specifically targeted to help vulnerable demographics (4.2). Develop auditing mechanisms for AI systems to prevent illegal or harmful consequences (29.4).
- Skills: Europe must invest in AI-related human capital development by fostering skills and education across all levels.  Additionally, upskilling and reskilling initiatives are essential to prepare the current workforce for an AI-enabled employment landscape. (F) Define critical skills in areas with human safety implications and prevent skill deterioration due to AI. Address the de-skilling of workers in roles requiring human oversight, and promote new skills transfer and acquisition programmes. These initiatives will help workers displaced by automation and AI to acquire new skills and seek employment in a reshaped labour market reliant on digital services. (24.2). Develop employment policies that support and reward companies who are setting up strategic up- and reskilling plans for the development of new data and AI-related applications (24.3). Map European value chains and conduct horizon scanning to identify skills that will decline or become more in demand. Encourage organisations to perform their own skill mapping to anticipate and develop necessary skills for their workforce in a timely manner. (3.4, 6.4, 8.1). Define critical skills (24.2), Develop employment policies (24.3), Foster the development of advanced skills and jobs forecasting algorithms to anticipate and timely address changes on the job market (25.2) Reinforce or develop strong training and career guidance systems that support workers affected by technological disruption. (25.3), Encourage automation of dangerous tasks and when humans are put at risk,(3.2), Apply a process of representation, consultation and, where possible, co-creation (3.3)

-  Social partners, including trade unions, are essential in defining training priorities and ensuring cross-sectoral and sectoral funding for worker training. They need to be aware of, and be up to date with, the effects of AI on job markets. Furthermore, they have to be provided with appropriate decision support and in order to be able to pro-actively design effective policy measures.(25)
-Transitions taking place on the job market and the workplace require a European transition fund to help managing this in a socially responsible way (31.1




	Communication on Fostering a European approach to Artificial Intelligence 
21/04/21
	EC
	Set the scene for hard law regulation. 
Calls for the adoption of a new regulatory framework on AI 
Facilitated the shift from soft law to hard law approach.
	EU
	https://digital-strategy.ec.europa.eu/en/library/communication-fostering-european-approach-artificial-intelligence

Document reviewed: -https://eur-lex.europa.eu/resource.html?uri=cellar:01ff45fa-a375-11eb-9585-01aa75ed71a1.0001.02/DOC_1&format=PDF


	

Completed
	Keywords:
Discrimination
Transparency
Safety
AI Opacity
Skills Development

Fundamental Principles: FP4, FP5

Implications for the WoW:
Tailored regulatory responses are required to mitigate high risks posed by AI systems, ensuring effective protection of fundamental rights
Reviews of AI regulations proposals present an opportunity to encourage Member States to invest in talent and improve the supply of necessary skills to develop trustworthy AI systems. 

 
-  To effectively protect fundamental rights, tailored regulatory responses to high risks is needed (4)

- The proposed AI regulation puts forward rules to enhance transparency and minimise risks to safety and fundamental rights before AI systems can be used in the European Union (4) which addresses - among others – the safety risks of new technologies, including the risks emerging from human-robot collaboration (2). 

- Highlights that due to the AI opacity,  it may become difficult to assess and prove whether someone has been unfairly disadvantaged by the use of AI systems, for example in a recruitment or promotion decision or an application for a public benefit scheme . The use of AI systems may leave affected people with significant difficulties to correct erroneous decisions (pg. 5). 
- Revisions are seen as an opportunity to encourage Member States to nurture talent and improve the supply of skills necessary to enable the development of trustworthy AI.



	AI Act sets stage for Directive on AI systems in the workplace
09/12/23

	European Trade Union Confederation (ETUC)
	ETUC calls for the EU to recognise how AI Act will impact workers. 
ETUC Deputy General Secretary Isabelle Schömann, commented on the 2023 agreement on the AI Act noting that,
‘The next step must be for Europe to bring in specific protections for people in their workplaces.’   

	EU
	https://www.etuc.org/en/pressrelease/ai-act-sets-stage-directive-ai-systems-workplace
	Ongoing
	Keywords: 
High-Risk Classification Workers’ Rights 
Transparency
Algorithmic Systems
Human-in-Command 

Fundamental Principles: 
FP1
FP3
FP4

Implications for the WoW: 
(from the website) 
Key Points from the ETUC’s Reaction:
- High-risk classification: AI applications in the workplace are classified as high risk. However, the reliance on self-assessment by the providers is a major flaw.
- Opening clause: The Parliament’s successful inclusion of an opening clause grants member states and the European Union the authority to regulate AI’s workplace use. This provision is a significant victory for workers’ rights.
- Transparency for workers: The agreement stipulates that workers and their representatives must be informed when AI systems are deployed in the workplace. Transparency is essential to safeguarding employees’ interests.
-Addressing workplace challenges: Despite these positive developments, the AI Act falls short of addressing the reality workers have to face and the targeted measures that they need. To bridge this gap, the ETUC calls for a dedicated Directive on algorithmic systems in the workplace. Such a Directive to uphold the human in control principle and empower trade unions and workers representatives to influence AI implementation decisions.

 
ETUC Deputy General Secretary Isabelle Schömann, said commenting on the trilogue agreement on the AI Act


	UNI ICTS and P&M put trade unions at the forefront of the AI revolution
18/04/24
	UNI Global Union
	In response to the AI Act, UNI Global advocate for algorithmic fairness, where AI systems should not perpetuate or exacerbate existing biases in recruitment, performance evaluation, and disciplinary measures.  
	Global
	 https://uniglobalunion.org/news/uni-icts-and-pm-put-trade-unions-at-the-forefront-of-the-ai-revolution/ 
	













Completed
	Keywords:
Trade Unions
Worker Rights
Collective Bargaining Governance

Fundamental Principles: 
FP1, FP4, FP5

Implications for the WoW:

Joint session between UNI Global Union’s ICTS and Professionals & Managers World Conferences, union leaders and leading tech researchers discussed the transformative power of artificial intelligence on jobs and unions’ responses to advance workers’ rights. 
 

 

	Making AI work for workers: All eyes on AI
24/11/23
	 industriALL
	Cautioning regarding automation, safety and health challenges, hazards and the need for mandatory consultation when aI systems are introduced.
IndustriALL showed concern about AI leading to job losses in manufacturing and called for measures to ensure that the introduction of AI does not result in mass layoffs.
	
	https://news.industriall-europe.eu/Article/985
	Ongoing
	Keywords: 
Collective Bargaining
AI in the Workplace
Digital Transformation

Fundamental Principles: 
FP1, FP4, FP5

Implications for the WoW: Report of the “All eyes on AI” conference held on 23-24 November 2023, focused on addressing the impact of artificial intelligence (AI) in the workplace. Attended by 60 trade union representatives, experts, researchers, and policymakers in Helsinki, Finland, the event highlighted the necessity of collective bargaining and social dialogue to ensure AI benefits workers



	EPSU fights for a trustworthy artificial intelligence use that supports rather than substitutes public service workers

	European Public Service Union (EPSU)
	EPSU is wary about the increasing automation of public sector jobs and called for the AI Act to ensure that AI does not lead to a decline in the quality of public services.
Advocating for the ethical use of AI in public services, ensuring that AI systems are used to support, not replace, human workers
	
	https://www.epsu.org/article/epsu-fights-trustworthy-artificial-intelligence-use-supports-rather-substitutes-public
	






Ongoing 

	Keywords: 
AI Regulation
Workers' Rights
Liability

Fundamental Principles: FP1, FP4, FP5

Implications for the WoW:
Details of EPSU's contribution to the Stakeholders' Consultation on Draft AI Ethics Guidelines emphasizes the need for enforceable regulations on AI rather than relying solely on voluntary industry actions. The available document argues that AI's impact on workers requires protective measures, not just reskilling, and highlights concerns over AI's ethical governance and the need for external monitoring. They advocate for regulation that can adapt to AI developments, focusing on workers' rights and liability attribution.



	No Automation & Digitalisation without Negotiation! 

	European Transport Workers’ Federation (ETF)
	On a cross-sectoral level, the ETUC, of which ETF is an active member, signed a European Social Partners Framework Agreement on Digitalisation to support the successful digital transformation of Europe’s economy and to manage its large implications for labour markets, the world of work and society at large.
	
	https://www.etf-europe.org/activity/no-automation-and-digitalisation-without-negotiation/
	



Ongoing 

	Keywords: 
Transportation industry
Logistics
Trade unions
Automation 

Fundamental Principles: 
FP1, FP5

Implications for the WoW:
(from webite)
We inform our members and share best practices to prepare them for the transition ahead;
We commit to inserting automation clauses in Collective Bargaining Agreements;
We develop organising strategies;
We protect jobs so that the security of workers and passengers is ensured;
We fight for training opportunities that help workers move to new jobs;
We encourage the introduction of technologies that increase the health and safety of workers;
We call out companies that use technological change to attack workers’ rights;
We call for transparency, accountability and responsibility of companies;
We appeal to governments to find long-term societal solutions that ensure that the benefits are shared by all.



	EFFAT European Project:
Making full use of the EU social acquis to better shape the impact of technological developments in the European food and drink industry

	European Federation of Food, Agriculture and Tourism Trade Unions (EFFAT)
	This project aims at assessing the possible impact of automatization and robotisation in the European food and drink industry in the medium and long term 

The project focusses on:
-the digitalisation of tasks, jobs and workplaces;
-the human-machine interactions;
-work organisation (including working
time and the concept of smart
factories) output and productivity;
working conditions and employment
contracts;
-improvements and challenges for
workplace health and safety;
-the required skills and qualifications;
-reconciliation of private and working
life (right to disconnect);
-privacy, GPS tracking and data
protection;
-labour relations, workers participation
and collective bargaining.

	
	https://effat.org/company-work/effat-european-project/
	













Ongoing 
	Keywords: 
Robotisation 
Automation

Fundamental Principles: 

Implications for the WoW: The project advance knowledge on how technological developments impact work, labor relations and collective bargaining.
FFAT's European project, “Making full use of the EU social acquis to better shape the impact of technological developments in the European food and drink industry.
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